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Current stats
100k+ users worldwide 

15k stars on GitHub 

400 contributors 

60+ extension packages
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Current stats
52+ supported languages 

23 pre-trained statistical models 

for 21 languages
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• new company for AI developer tools 
• bootstrapped through consulting  

for the first 6 months 
• funded through software sales  

since 2017 
• remote team, centered in Berlin

Current stats
7 team members 

100% independent & profitable
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Late 2017
Prodigy

• first commercial product 
• modern annotation tool 
• fully scriptable in Python

Current stats
2500+ users, including 

250+ companies 

1200+ forum members



Is NLP becoming 
more or less 

multi-lingual?
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the field
• huge increase in the 

number of papers on all 
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• lots of crossover from 
general ML work, too

Transfer 
Learning
• we’re much better at 

learning from unlabeled 
text (e.g. Wikipedia) 

• leverage resources so we 
need less annotation per 
language
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The bad

More 
competitive
• “winning” a shared task 

could be worth millions 
(fame and future salary) 

• few researchers care 
about the languages

More  
expensive
• experiments now cost a 

lot to run (especially GPU) 
• results are unpredictable 
• pressure to run fewer 

experiments on fewer 
datasets

Faster moving, 
less careful
• huge pressure to publish 
• volume of publications 

makes reviewing more 
random 

• dynamics promote 
incremental work
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What we need: 
annotated data

Annotated 
carefully
ideally by small teams of  
experts

Extensive 
experiments
designed to answer questions  
not optimize benchmarks

Maintained 
datasets
not just static resources that 
never improve
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