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Abstract
This paper describes the workflow and architecture adopted by a linguistic research project on learner data. We report our experience
and present the research outputs turned into resources that we wish to share with the community. We discuss the current limitations and
the next steps that could be taken for the scaling and development of our research project. Allying NLP and language-centric AI, we
discuss similar projects and possible ways to start collaborating towards potential platform interoperability.
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1. Introduction

This paper illustrates the current shift from language sci-
ences to linguistic data science. We intend to describe the
prototype of an Automatic Essay Scoring system (AES)
user interface predicting proficiency levels in English and
discuss scalability, interoperability and some development
issues when sharing our models and other research outputs
of our project.
Automating language assessment is a task conducted with
Automatic Essay Scoring systems (AES). Initially based on
rule-based approaches (Page, 1968), more modern systems
now rely on probabilistic models. Some of these models
depend on the identification of features that are used as
predictors of writing quality. Some of these features op-
erationalise complexity and act as criterial features in L2
language (Hawkins and Filipović, 2012). They help build
computer models for error detection and automated assess-
ment and, by using model explanation procedures, their
significance and effect can be measured. Recent work on
identifying criterial features has been fruitful, as many stud-
ies have addressed many types of features. However, most
of the studies (one notable exception is found in (Volod-
ina et al., 2016), with a system designed for Swedish) are
experimental and do not include any automated pipeline
that can handle user data from input to output. In other
words, pre-processing and data analysis are not necessar-
ily connected to any machine learning module and a user
interface. Most experiments include several experimental
stages of data modeling, which impedes any real-life ex-
ploitation of the models such as a student typing a text to
have it graded.
The work on criterial features has also raised the need to
build systems dedicated to linguistic feature extraction. The
purpose of such a task is to build datasets reflecting the
multi-dimensionality of language. Several tools have been
developed to suit the needs of specific projects in the extrac-
tion of linguistic complexity features (Lu, 2014; Crossley et
al., 2014; Crossley et al., 2019; Kyle et al., 2018). These
tools provide features of different dimensions of language.

However, it is not possible to apply them to a single data
set in one operation. The researcher who wants to weigh
the significance of all these features would benefit from a
single tool applied uniformly to any data set.
Our proposal stems from a project dedicated to predict-
ing proficiency levels in learner English. This system is
made up of a user interface in which learners of English
can type in a text and immediately be prompted with an as-
sessment of their proficiency level after submission. The
system was designed following a modular approach which
provides room for other researchers’ models. We show that
it is possible to use what we have called ’the DemoIT in-
frastructure’ to implement other models dedicated to pro-
cessing texts with a view to classify them according to pre-
determined classes. In addition, we have derived a fea-
ture extraction pipeline from the demo and it enables re-
searchers to build datasets by applying several state-of-the-
art tools for further analysis.
In an effort to contributing to the FAIR paradigm, we have
made available the code of the interface, the initial dataset
and our statistical model (the .sav file). This how-to paper
guides the computationally literate linguist from the data
modelling to the actual web-interface for the deliverables
of her linguistic project. Our case study is at the crossroads
of

• research projects in applied linguistics,

• containerisation and virtualisation technologies for
Language Technology Platforms,

• development of Language Technology platform inter-
operability: we present our web application and our
workflow, as well as the exchange models, data and
metadata...

The rest of the paper is organised as follows: section 2
presents some comparable tools for the analysis of com-
plexity. Section 3. describes the context that triggered the
need of the implementation of the infrastructure, which is a
project aiming to automatically predict the CEFR level of a
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language learner. Section 4 details the tool we are propos-
ing in this paper as well as some suggestions of improve-
ments. The solution we adopted, "DemoIt", is a web-based
infrastructure that allows users to demo their text process-
ing systems easily in a scheduled asynchronous way. Sec-
tion 5 presents the infrastructure we have adopted and the
sub-components that can be re-used. Section 6 details the
resulting resources we make available as deliverables of the
project. Section 7 discusses our next steps in relation to
other similar infrastructures, taking into account interop-
erability, multilingualism, scalability and legal restrictions
(GDPR and copyright).

2. Existing tools for linguistic complexity
feature extraction

A number of projects already exist in the domain of com-
plexity feature extraction. Specific tools are dedicated to a
specific dimension of complexity. A number of tools focus
on lexical complexity, e.g. LCA (Lu, 2012) and TAALES
(Kyle et al., 2018). Other tools focus on syntactic complex-
ity, e.g. L2SCA (Lu, 2010) and TAASC (Kyle et al., 2018).
Other tools focus on pragmatic dimensions, e.g. cohesion
with TAACO (Crossley et al., 2019) and Coh-Metrix (Mc-
Namara et al., 2014). All these tools provide many metrics
of one dimension to build datasets for further analysis.
More recently, work has been invested in developing
common frameworks to support data interoperability with
shared tools. CTAP (Chen and Meurers, 2016) is such a
tool and allows a researcher to select various types of lin-
guistic features to extract prior to building a customised
data set. This approach provides the benefit of letting re-
searchers choose and apply complexity analyses from a
broad set of available features.

3. The Project: a Machine Learning Driven
Language Proficiency Level Prediction

This section presents the experimental setup, the compo-
nents of our project.

3.1. Aims of the Project
Our project aims to investigate criterial features in learner
English and to build a proof-of-concept system for lan-
guage proficiency level assessment in English. Our re-
search focus is to identify linguistic features and to inte-
grate them within a system with a machine learning com-
ponent. The purpose is to create a system to analyse learner
English essay writings and map them to specific language
levels of the Common European Framework of Reference
(CEFR) for Languages (European Council, 2001).
The proposal is a supervised learning approach in which
we build several models designed to assign levels of the
CEFR, which, to the best of our knowledge is novel. The
system is trained on a database of more than 40,000 texts
(approx. 3,298,343 tokens) that have already been labeled
and grammatically annotated (Geertzen et al., 2013; Huang
et al., 2018). The model relies on error-independent fea-
tures of English to build a multi-dimensional feature repre-
sentation of written essays. Figure 1 recaps the pipeline of
the project.

Figure 1: The pipeline for our project

3.2. Experimental Setup
3.2.1. Corpora and Dataset
The model was trained and tested on the Spanish and
French L1 subsets of the Education First-Cambridge Open
Language Database (EFCAMDAT) (Geertzen et al., 2013),
an 83-million-word corpus collected and made available by
Cambridge University and its partner, the organization Ed-
ucation First. Data 1 from 49,813 texts written by 8,851
learners were extracted. The model was also tested2 on the
CEFR ASAG corpus (Tack et al., 2017), another collection
of learner texts made up of short answers to open-ended
questions and written by French L1 learners of English.
The texts were graded with CEFR levels by three experts.
By using the aforementioned corpus subsets, we imple-
mented a program pipeline which is designed to convert
the texts into series of values, subsequently used as fea-
tures. Several state-of-the-art tools are exploited to extract
features of several linguistic dimensions and create three
datasets. Two internal sets are created from the 49,813 ob-
servations, i.e. the training set (75% randomly extracted
from the EFCAMDAT corpus) and a test set (25% ran-
domly extracted). One external data set was created from
the ASAG-CEFR corpus including 299 observations. The
internal dataset will be made available online for the re-
search community on the EFCAMDAT website. Program-
ming scripts will also be made available via an online soft-
ware development platform. In order to ensure compliance
with the General Data Protection Regulation (GDPR), data
will be anonymised and no personal identification of learn-
ers will be used and published.

3.2.2. Feature Extraction
The model relies on a dataset of linguistic complexity met-
rics of different dimensions: syntactic, lexical, semantic,
accuracy and pragmatic. These metrics form numeric fea-
ture vectors of values and characterise the learner texts.
The vectors are matched with the CEFR levels assigned
to the texts. We use several tools to compute the met-

1The University of Cambridge and English First took no part
in the data manipulation. The dataset including the EFCAMDAT
texts will be hosted by Cambridge, in accordance with the corpus
regulations. Access is free for academic non-commercial uses,
provided potential users request permission using an academic
email address.

2Evaluation results are discussed in (Gaillat et al., submitted)

113



rics. Syntactic complexity measures are computed with the
L2 Syntactic Complexity Analyzer (L2SCA). These tools
rely on the Tregex module of Stanford CoreNLP (Man-
ning et al., 2014) for phrase constituent retrieval. The
Tool for the Automatic analysis of Syntactic Sophistica-
tion and Complexity (TAASC) is also used to compute ra-
tios and scores of syntactic complexity such as prepositions
per nominal, adjectival modifiers per object of the prepo-
sition, and also probability that two items occur together.
For lexico-semantic features, the pipeline implements the
Lexical Complexity Analyzer (LCA) relying on Treetagger
(Schmid, 1994) to compute lexical diversity metrics. The
Automatic Assessment of Lexical Proficiency (TAALES)
tool computes includes 130 lexical indices with classic lex-
ical complexity metrics and psycholinguistic properties of
words. These properties are based on judgments of con-
creteness, familiarity, imageability, or supposed age of first
exposure. The TAALES indices include frequencies, ratios
of lexical words and n-grams as well as comparative met-
rics sourced from reference corpora. The textstat Python li-
brary3 was used to compute readability metrics that indicate
the level of difficulty of texts. Accuracy features are com-
puted with the pyenchant Python library (Kelly, 2016) 4 for
misspelt words. Regarding pragmatic features, the pipeline
includes the Tool for the Automatic Analysis of Cohesion
(TAACO) which computes metrics based on referential and
discourse characteristics such as pronouns, lexical overlaps
and connectives. In total, 768 different features were ex-
tracted and merged into one dataset to input into the classi-
fication models.

3.2.3. CEFR Level Classifier
The aim was to construct a classification model of learner
CEFR levels (A1, A2, B1, B2, C1, C2, ie from beginners
to advanced speakers). Among several model types tested,
the optimal classification performance in the testing data set
was found using multinomial logistic regression . The clas-
sifier using all features reached 82% accuracy (0.80 mean
F1-score) on a six-point scale classification.
Given that the levels are ordinals, one of the reviewers sug-
gested misclassifications B1 for B2 should incur different
costs than, say, misclassifying B1 for C2. We did not re-
sort to cost matrix, a system 5 used in the Cap2018 data
challenge (Ballier et al., 2020) with the same classification
task. The cost matrix used in this data challenge penalised a
default assignment to A1 (because of a skewed dataset) and
rewarded B1 versus B2 distinction (a sensitive boundary for
some educational institutions like engineer schools). With
hindsight, the robustness of such a cost matrix should be
tested among several candidates to assess the consequences
of penalisation weights.

3.3. The Infrastructure
To be able to demonstrate and test our model in order to
have a proof-of-concept, we decided to create a web-based
infrastructure that i) handles the Input/Output from and to

3see https://pypi.org/project/textstat/
4see https://pypi.org/project/pyenchant/
5http://cap2018.litislab.fr/competition_en.pdf

the user and ii) schedules the tasks to and from the classi-
fier. The infrastructure’s primary requirement was to pro-
cess new texts for on-the-fly metric computation followed
by classification. As a result, a web interface outputs the
CEFR level predicted for the new texts. This infrastruc-
ture is composed of Docker modules (Merkel, 2014), which
are interconnected to handle data ingestion, processing and
model classification. The infrastructure is built to allow
model switching. The system can be modified in three
points. The feature extraction pipeline can be modified so
as to compute different metrics. The classification model
can be changed to match the extracted features. The User
Interface (UI, cf. Figure 2) can be modified according to
the task at hand.

Figure 2: The user interface prototype

4. A Web-based Scheduling Infrastructure
for Easy Text-Processing System

Demonstration
4.1. Description of the Infrastructure Flow
Front-end. The UI demo has two main components (Fig-
ure 3), i) the web app component that interacts with the
user on the web browser by receiving and responding text,
and ii) the background component that manages the text
processing system (in our case, extracting features and us-
ing them to classify the text’s English level). These two
components communicate with each other using a message
broker - Redis, the third component of the UI demo. We
created these different components in order to decouple the
web app from the processing part, so the web app interface
would not be blocked by a given request. This architec-
ture provides the benefit of availability for new input, while
processing feature extraction and classification to get a re-
sponse for the current user.
Back-end. The environment of the web app and the pro-
cessor are separated into two different docker containers,
both of them having an instance of a Celery app. Celery
works in an asynchronous way, from one side the Celery
scheduler is responsible to create tasks, and from the other
side the Celery worker is responsible to process the Celery
scheduler created before. The web app is an instance of a
Celery scheduler while the processor is an instance of a cel-
ery worker. When the web app receives a request with a text
to process, it uses Celery to create a task and put it into the
Celery queue by sending the text to be processed together
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with the task ID through Redis. The processor docker, a
Celery worker, communicates with Redis polling for tasks
to process. When it receives a task from Redis, the worker
processes it and uses Redis again to communicate the pro-
cessed prediction level of the text. In the end, the web app
can consult Redis, via the ID task, to get the result of the
processing.

4.2. Plugging into the Model
Prior to plugging in a new model, it is necessary to conduct
a supervised learning method on some data in order to fit a
model. Once the model is tuned, a .sav file can be retrieved
and placed into the architecture as shown in Figure 3. This
.sav format stores models as a binary file. It is also essential
to match the input features of the new model with the output
features of the processing pipeline. The features created by
the tools need to be filtered in order to pass only the data
with the required features into the model.

4.3. Tests and Redeployment
We deployed our docker on an a web platform hosted by the
French Linguistic Platform infrastructure HUMA-NUM 6.
The deployment of our UI was tested on HUMA-NUMm
for a deployment on a Virtual machine using our docker vir-
tualization. The system is fast and the HUMA-NUM team
is very reactive. We needed to change the port 80 as the
web interface required a different access port. 7 The fea-
ture extraction tool was also tested on this virtual machine.
You need at least 32 CPUs 32 Gigabytes. We processed
a 2019 version of the entire EFCAMDAT and it processes
100 files every five minutes. This confirms our desire to
optimise the feature extraction. The feature extractor is op-
timised in the sense that each repertory is turned into an
individual .csv files for the output data, so that the calcu-
lated features are regularly saved in case of crash (in the
case of non-utf8 files, or unexpected sequences of commas,
as experience seem to show).

4.4. Infrastructure Requirements
The system relies on the open-source Docker technology8.
It is made up of three Docker containers, each designed for
a specific purpose as detailed in 4.1. In order to run the sys-
tem, docker must be installed. Docker-compose9 is also re-
quired to run the three container Docker applications. Note
that the infrastructure relies on a number of data handling
technologies and a framework that do not require instal-
lation as they are located within Docker containers. This
includes Redis10, a database management system, as well
as the Flask web application framework11.

5. Available Resources
This section describes the current state of our platform-
related project and research outputs.

6https://www.huma-num.fr/about-us
7http://linguisticdataprocessing.huma-num.fr/
8see https://www.docker.com/
9see https://docs.docker.com/compose/install/

10see https://redislabs.com/
11see https://www.palletsprojects.com/p/flask/

5.1. Research Output
The project has yielded a number of resources and tools
presented in Table 1 and all referenced in the project’s web
page 12. The first tool is dedicated to end users, i.e. learners
of English. A User Interface (UI) demo program provides a
prototype for real-time proficiency assessment of new texts.
Texts in English of more than 70 tokens are assigned prob-
abilities of belonging to A1, A2, B1, B2, C1, C2 of CEFR
levels. A documentation is available and it can be installed
from NUIG Insight’s Gitlab repository on request. Once in-
stalled, the demo acts as a web server, handles the text pro-
cessing pipeline and interfaces with the results sent from
the classification model as explained in Figure 3.
The second tool aims at the research community and fo-
cused on criterial features and AES systems. Researchers
in this domain need to test different types of linguistic fea-
tures to assess whether they are potentially criterial in de-
termining CEFR levels (Hawkins and Filipović, 2012). We
provide a tool that allows researchers to process batches of
learner texts and output data sets ready for analysis. This
tool includes the same processing pipeline as the UI demo
and is only operated with the shell or command line. Users
only have to place texts in a directory used as program in-
put. It is available from NUIG Insight’s Gitlab repository
on request.
In the course of developing these tools, a number of data
resources were created. First, the data set used for mod-
eling in the UI demo system is available and can be ex-
ploited for other types of analyses grounded in linguistic
complexity. The data set is composed of a list of met-
ric values matched with CEFR levels. Secondly, the clas-
sification model implemented in the UI demo program is
also available for download. Following the latest version
of Nakala, the dataset warehouse hosted and managed by
HUMA-NUM, we will upload our datasets with the corre-
sponding permanent handles and DOIs to be attributed by
HUMA-NUM 13.

5.2. Technical Aspects
For the web architecture, we have adopted Celery to avoid
bottlenecks and nevertheless allow several users to query
the system at the same time. As one of the reviewers
pointed out, this decision has some consequences as op-
posed to an event-based approach. We intended to cre-
ate the UI demo as a proof-of-concept for the project with
time limitation. Celery seemed to be the best choice for us
considering i) we were using a Python web application, ii)
our team did not include specialists of event-based tech-
nologies, so the learning curve to implement using Cel-
ery was shorter than using an event-based approach, iii)
our provisional goal for the project’s scope was to make
the UI demo available for more than one user, although
we did not have the budget to support a massive number
of users connecting to the system at the same time. We
feel we can recommend this solution for a small-scale im-
plementation but definitely, because of scalability limita-
tion , future developments of our project could include an

12see www.clillac-arp.univ-paris-diderot.fr/projets/ulysse2019
13https://humanum.hypotheses.org/5989
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Figure 3: The customisable infrastructure

Resources Availability
DemoUI (Web-based interface) Universal
http://ulysses.datascienceinstitute.ie:8080
Fully functional batch feature extraction
tool (with pipeline modification access) Restricted

private
Gitlab

Numerical Dataset Universal
metrics.csv file
Hybrid Dataset Universal

(registra-
tion)

Texts_metrics.csv file
Statistical model Universal

model.sav
file

"DemoIt" insfrastructure’s source code Universal
https://gitlab.com/ulysses2019/ulysses

Table 1: The granularity of availability of the resources

event-based distributed approach for services communica-
tion/scheduler. This would make our system more robust
and able to deal with more users at the same time.

For the feature extractor and individual distribution of the
UI for researchers, we tested the Docker setup on MS Win-
dows 10, iOS (Mojave) and Linux (Ubuntu 18.06). Because
TAALES loads greedy frequency inventories and parsing
the data is also memory-demanding, 16 Go of RAM are
necessary for the execution (3 CPUs and 7 Gigas recom-
mended for preferences in the docker). We wrote a user’s
guide in English for the installation of each tool. The whole
annotation pipeline is in python, building from the former
blocks from the tools. We have opted for a 3.6 version of
python.

5.3. Governance and Uptake
The project was funded by the two partner countries and
partners abode by the standard legal framework in use for
this binational scheme 14. Research papers were signed by
the members of the projects of the two teams. Though we
acknowledged respective percentages of ownership in rela-
tion to the input of the programming team, we agreed on
Creative Commons Non Commercial Share Alike Licence
for all our research outputs.
In terms of social aspects and community, we targeted two
types of audiences. Our on-line prototype aims at learners
of English and teachers in classroom environments. It is
maintained until end of 2020 on the Irish partner infrastruc-
ture. To ensure sustainability afterwards, we have adopted
the HUMA-NUM infrastructure 15 to host our project. As a
prototype, it may experience scalability issues. The feature
extraction tool was designed to be of interest to a poten-
tial consortium of researchers sharing a similar aim. Re-
searchers working on linguistic complexity and conduct-
ing feature extraction tasks (for instance, for text classifi-
cation purposes) may find the tool a useful assistant as it
avoids coding. Specialists in Second Language Acquisition
or Learner Corpus Research may benefit from the customis-
able micro-systems implemented in LS2CA_MS. For this
tool parsing English data based on LS2CA (Lu, 2014), sim-
ple Tregex syntax (Levy and Andrew, 2006) can be used to
create new features for the analysis of micro-systems (Gail-
lat et al., submitted).

6. Perspectives and Improvements
This section discusses developments in the making.

14A Guideline (in French) of recommended good
practices for holders of this grant is available here:
https://www.campusfrance.org/sites/default/files/medias/documents/
2017-11/guide_bonnes_pratiques_ulysses.pdf

15https://www.huma-num.fr/about-us
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6.1. Crowdsourcing Derived Applications and
GDPR

To improve our model, we would like to store users’ in-
put to exploit it in further analyses. For the time being,
the essays /texts submitted for assessment are not stored.
We would like to make sure further crowdsourcing devel-
opments are compliant with GDPR and consider publish-
ing general conditions of use warning the user that the
texts used as queries will be stored to fine-tune the models.
Anonymising the data for crowdsourcing will be carried out
in accordance with (Klavan et al., 2012).
More generally, and more theoretically, the question is the
compatibility of the models with the features when the sys-
tem needs to evolve. If we collect more data (and possibly
add other features), we will probably need to fine-tune the
statistical models. We do not know whether this should
lead to a standardization of (linguistic) features and inter-
faces as one of the reviewers suggested, but we suggest that
an adaptation of the models can be reimplemented in the
architecture by modifying the .sav file. We are not aware of
any interface or standards to cater for this need.

6.2. Engineering and Interoperability
This section sums up current (and future) developments in
the making of our project, with a view to offer more inter-
operability with existing platforms or similar projects.

6.2.1. Feature Engineering and Dimensionality
Reduction

We spent much time integrating the various tools, and nec-
essarily more time on feature collection and extraction than
on dimensionality reduction. We are currently processing
a complete dump of the EFCAMDAT dataset to address
these issues and (Gaillat et al., submitted) reports prelim-
inary findings on the French and Spanish datasets. The
project was to build a proof-of-concept for the automation
of proficiency level assessment. Further developments are
required to improve the system. In its current version the
model relies on a broad set of features (over 750) which
makes it prone to overfitting. It is thus necessary to find
a simpler model based on less features. This, in turn, will
impact the data processing pipeline as only those tools re-
lated to selected features will be kept. We have obtained
preliminary results with a new model based on the elastic
net regression method (Zou and Hastie, 2005) trained on
the EFCAMDAT training set and tested on another data set
extracted from a totally different corpus, i.e. the CEFR-
ASAG corpus (Tack et al., 2017). This method comes with
the benefit of including feature dimensionality reduction.
Using just 44 features classification showed 75.0% accu-
racy (CI [74.3, 75.8], p<0.001) and 59.2% (CI [53.4, 64.8],
p <0.001) on the EFCAMDAT and CEFR-ASAG test sets
respectively
For more generic linguistic feature processing and analysis,
it would be relevant to design a tool and feature selection
assistant for the batch feature extraction tool. This would
enable researchers to select features and tools as needed
very much like CTAP (Chen and Meurers, 2016). The lat-
ter tool supports a modular approach to feature extraction
allowing for reusability. Users can compose their dataset

variables prior to running an NLP pipeline that processes
texts to produced the desired variable values. As the au-
thors mention, additional functionality including machine
learning modules is required to combine the collected evi-
dence with specific outcome variables such as CEFR levels.
An interface between CTAP and our Web demo UI could
be developed in order to allow data exchange between the
CTAP output and our CEFR classifier. Another advantage
of a feature selection assistant would be to support mul-
tilingual processing. The current pipeline makes use of a
number of tools that are language agnostic for the com-
putation of some of the metrics. By allowing researchers
to select language-agnostic metrics, it would be possible
to build data sets used for modeling CEFR classification in
other languages than English. Conversely, some metrics are
language-dependent, as in the case of many lexical sophisti-
cation metrics which are based on lexical frequency inven-
tories extracted from reference corpora of English. One line
of research is to adapt some metrics to French as a Foreign
Language, especially readability metrics (François, 2015)
or to Dutch (Tack et al., 2018). Developing the interoper-
ability of our feature extracting tool in the sense of mul-
tilingualism is also made possible by adapting our micro-
system features to other languages, probably French as a
Foreign Language for the next phase.

6.2.2. Pre-processing
One of the reviewers enquired about the implications of
spoken data for our system. The short answer is that some
written-based metrics may not be adequate for spoken data
but speech data could be pre-processed to be fully tested by
our system. The team discussed implementing a speech-to-
text system, with the proviso that a single acoustic model
should be chosen (eg preferably French speakers with avail-
able data). (Mariko and Kondo, 2019) reported successful
use of IBM Watson Speech-to-text technology to transcribe
learner speech for Japanese learners of English and give ex-
amples of the output. They reported Word Error Rates on
50 randomised speech samples and concluded that the au-
tomatic procedure was worth it. An important caveat for
the calculation of the metrics is the absence of punctuation
marks and the potentially useful insertion of "%HESITA-
TION" for filled pauses (no threshold reported for the du-
ration of filled pauses, though). The Watson system runs
on Python 3.4. but is in the cloud and is not free. They
do not seem to indicate whether the quality of the voice
recognition improves over time for their longitudinal data.
Following a uniformly python pipeline, we would try to
use SpeechRecognition (Zhang, 2017) as a pre-processing
stage of spoken data. We would have the added benefit
of analysing spoken production, but this would probably
imply a semi-automatic solution as the speech-to-text out-
puts would probably need to be manually edited. We also
have initial reservations as to the applicability of written-
designed metrics to spoken data (Ballier and Gaillat, 2016),
in particular the transferability of the T-unit (a crucial con-
cept for some complexity metrics) for spoken utterances,
but we could experiment a speech-to-text module to pre-
process learner recordings in order to test our model on
spoken data, at least for fluency.

117



6.2.3. Post-processing
Collecting metrics to assess learner performance could be
used for didactic purposes. It sounds plausible to select
some features to guide learners in ICALL systems for self-
assessment of their performance. A member of our team
has begun applying some of the features to produce im-
mediate feedback for learners, elaborating on a prototype
(Ballier et al., 2019). This data visualisation application of
our feature extractor takes the form of a dashboard where
learner scores are compared to means of students of the
same cohort and to native scores on similar essays.

6.3. Sustainability and the FAIR Paradigm
We have reached the final stage of our one-year project, and
have tried to work in line with the FAIR paradigm (Mons,
2018) for our resources to be:

• Findable : the tools and resources are available from
the project’s web page, possibly from the LREC re-
source map and our datasets are to be linked with
permanent handles and DOIs thanks to the Nakala
HUMA-NUM services.

• Accessible: Some copyright restrictions apply to the
corpus we used and to some of the tools. Access is
either universal or restricted. There are copyright re-
strictions to the TAALES tool and to the initial EF-
CAMDAT corpus data.

• Interoperable: our project is multi-platform and our
UI infrastructure could be compared in terms of inter-
operability with similar existing language platforms.
A project is in the making with the curators of the
REALEC corpus (Vinogradova, 2016) and of the
REALEC-inspector web interface 16 to analyse the rel-
evance of the automatically extracted features for Rus-
sian learners of English.

• Re-usable : The UI interface can be customised for
on-the-fly processing of texts. For example, to im-
prove comparability with other language platforms,
a three-point scale of learner levels could be re-
implemented on our system with a different statisti-
cal model (.sav file). Maybe our datasets will be re-
used as well. Data Management Plans were not re-
quired for this level of funding, but we tried to produce
comparable information for our datasets. Following
the DMP Template of the EU Recommended practises
(European Research Council, 2017) and few examples
or guidelines for EU-funded research projects (Rey-
monet et al., 2018), we documented the Dataset ref-
erence and name, Data set description, Standards and
metadata, Data Sharing, Archiving and preservation
for our two datasets.

7. Conclusion
This paper has presented two tools and a set of of resources
implemented in a Language Technology project. These
tools rely on a modular implementation of a Docker archi-
tecture. As a result, this architecture is reusable in other

16https://linghub.ru/inspector/

LT contexts such as L1 identification or Text Classifica-
tion. We provide a web-based user demo tool and a linguis-
tic complexity metric extraction tool. These tools can be
modified to accommodate other projects relying on text fea-
tures and classification. Our idea was to showcase the full
workflow from the linguistic modelling to the web-based
user interface to help linguists to disseminate their research
projects. In this sense, this paper was intended as a ’how-to’
for corpus linguistics to possibly publish web-based inter-
faces exploiting their data modelling.
Our project is a case study for linguistics as a cumulative
data science. We showcase the data life cycle and some of
its uses. We were able to reuse part of the EFCAMDAT
data collection, we were able to concatenate several exist-
ing tools in a single workflow, we added our own micro-
system features based on our analysis of learners’ issues
(the LS2CA_MS component of our pipeline) and our mod-
elling (the .sav file), we shared the demoIT infrastructure
we designed to exploit it. More data production can be
expected with the UI and the feature extraction tool. Cus-
tomisation is expected for our demoIT UI infrastructure and
micro-system features. Our collaboration between corpus
linguists, computational linguists, statisticians and compu-
tational scientists pertake of the current shift towards lin-
guistic data science.
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